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Course outline

Day 1

1. Cross-national surveys: overview of available data sources

2. Survey data quality and comparability: Total Survey Error framework, cross-
survey differences in measurement and representation, survey quality and 
how to measure it

Day 2

3. Framework for survey data harmonization: representativeness and 
measurement

4. Representation comparability

Day 3

5. Measurement comparability

6. Wrap-up



Problems of scale and size

Problem of scale and data subsets. Difference between 1 strongly
biased survey among 200 versus 1 strongly biased survey in a 
subset of 5 surveys from Venezuela.



Combining data

https://www.explainxkcd.com/wiki/index.php/
2295:_Garbage_Math



III. Framework for survey data 
harmonization

1. Harmonization of representation

2. Harmonization of measurement

3. Latent trend models (if time allows)

Kołczyńska and Bürkner, 10.1093/jssam/smad024



Harmonization of representation

• Survey weights

• Multilevel regression and poststratification (MRP)

Important when the research goal is to estimate
levels (means, proportions) overall or by group; less 
so if the goal is to estimate correlations.



Survey weights: design

Design weights: correct for the unequal probabilities of selection in 
surveys that use a different sampling design than simple random
sampling (SRS)

• Inverse of selection probabilities

• Calculated based on the sample design (clustered, stratified, 
multi-stage)

• Also used when some groups or regions are over-sampled by 
design

• Unrelated to actual item non-response

Example: two-stage sample:

(1) simple random sample of households

(2) within households: Kish grid



Survey weights: design

• Design weights should always be used… when available

• Design weights are typically not provided in cross-national survey
datasets

• Nor is information about the design – clusters, strata, etc.

• At the same time, we know that most surveys in cross-national
projects use non-SRS



Survey weights

• Poststratification weights: correct sample representativeness by 
weighting the data to population proportions.

• Population weights: adjust sample sizes to population proportions
with a larger entity e.g. for inferences about the EU as a whole.

ESS Weighting guidelines: 
https://www.europeansocialsurvey.org/methodology/ess-
methodology/data-processing-and-archiving/weighting



Poststratification weights

• Traditional way for representativeness adjustments in survey
research.

• In cross-national surveys, poststratification weights typically
adjust for age and gender; less often also for the region, 
urban/rural residence, education or economic status. 

• Poststratification weights are constructed by survey producers
after data collection.



Poststratification weights

Poststratification weights in the ESS 

have been constructed using information on age group, gender, 
education, and region. The post-stratification weights are 
obtained by adjusting the design weights in such a way that they 
will replicate the distribution of the cross-classification of age 
group, gender, and education in the population and the 
marginal distribution for region in the population. The 
population distributions for the adjusting variables were obtained 
from the European Union Labour Force Survey.

https://www.europeansocialsurvey.org/methodology/ess-methodology/data-processing-and-archiving/weighting



https://www.europeansocialsurvey.org/sites/default/files/2023-06/ESS8_weighting_strategy.pdf



Poststratification weights

• Poststratification weights have become more complex
(accounteing for more factors) over time.

• Old surveys sometimes used case multiplication instead of 
poststratification weights.

• Instead of having a weight = 2, the given observation was 
duplicated and the dataset would include two identical records*.

* Non-unique records is also a quality problem in surveys. Some surveys
from cross-national projests contain large proportions of identical records, 
which is unlikely to happen by chance: 
https://doi.org/10.18148/srm/2017.v11i1.6557



Zieliński, Powałko, and Kołczyńska, 2018. doi.org/10.1002/9781118884997.ch47

Analysis of 1721 surveys from 22 cross-national survey projects 1966-2013

Table 47.1 Percentages of weights containing particular weighting variables in time periods.



Poststratification weights

• There typically is just one poststratification weighting variable per 
survey (if there is any).

• This weighting variable does not necessary adjust for the factors
that are important for the analysis in question.

• E.g., for political trust education is far more important than
age or gender, but not all surveys include education in 
poststratification weights (e.g. Eurobarometer doesn’t)

• It’s a good idea to check if the weights have an average of 1, only
have positive values, and do not have extremely high values

• E.g. weight of 90.32 in New Zealand, ISSP 2007



Poststratification weights

• In many surveys weights are poorly documented, and it is not 
always clear what factors they account.

• Finally, sometimes, especially in older surveys, there are no 
weights.

• With appropriate population data, we can calculate our own
poststratification weights.

• It’s best to have the joint distribution of all poststratification
variables, i.e. proportions for all combinations of e.g. age, sex, 
education.



Poststratification table

• Joint distribution

• Counts / proportions for all
combinations of 
poststratification variables

Example for the US:

4 ethnic groups

2 gender groups

3 age groups

2 education groups

-> 48 combinations



Poststratification table

Sample Population



Exercise

ex2_weights.R



Properties of poststratification
weights

• The smaller the variance of the poststratification weight, the 
better (more representative) the original sample

• The number of distinct values of the poststratification
weight equals the number of categories, by which the 
weight was calculated



Properties of poststratification
weights
• Poststratification weights should not change the sample

size, i.e. the mean of weights should be 1
• If the mean is different than 1, it needs to be rescaled by dividing by 

the mean

• Weights shouldn’t be set to 0, unless one wants to exclude
an observation from the analysis

• Extremely high values should be avoided
• Trimming



Poststratification weights: iterative

What if we don’t have a poststratification table, just marginal
distributions?

Joint distributions of population data for more than 3 
characteristics are rare, especially for multiple countries.

e.g. the European Labor Force Survey has age-sex-education
distributions available through Eurostata (with some gaps)

Sometimes we only have single-variable distributions, separately for 
sex, age, gender, ethnicity, etc.



Poststratification weights: iterative

Compute Ethnicity weight (weight_eth)

Weight data by weight_eth and generate the weighted frequency table for Male

Compute Male weight (weight_male)

Weight by weight_eth*weight_male and generate the weighted frequency table for Age

Compute Age weight (weight_age)

Weight the data by weight_eth*weight_male*weight_age and generate the weighted 
frequency table for Education

Compute Education weight (weight_educ)

Combine weights = weight_eth * weight_male * weight_age * weight_educ



Exercise

ex2_weights2.R



MRP = multilevel regression + 
poststratification
Two main applications:

• Small Area Estimation (SME)

• Analysis of non-probability samples

Used in elections forecasting, especially in non-proportional systems
when the winner of the election is not the winner of the popular vote.

Developed and popularized by Andrew Gelman, who calls it MisterP.

Gelman and Little. 1997. „Poststratification into many categories using 
hierarchical logistic regression.” Survey Methodology 23: 127-135.

BTW, Andrew Gelman’s blog: https://statmodeling.stat.columbia.edu/



MRP: the Xbox survey

Xbox survey: 750,148 responses, from 345,858 unique respondents, during
the 45 days preceding the 2012 US presidential election.

Xbox survey Respondents:

65% aged 18-29 (electorate: 19%)

93% male (electorate: 47%)

also asked about: education, state, party ID, political ideology, and voting in 
2008

„…After adjusting the Xbox responses via multilevel regression and 
poststratification, we obtain estimates which are in line with the forecasts 
from leading poll analysts, which were based on aggregating hundreds of 
traditional polls conducted during the election cycle…”

Wang, Rothschild, Goel, and Gelman, http://dx.doi.org/10.1016/j.ijforecast.2014.06.001 



MRP: multilevel model

For MRP, the groups are demographic categories, i.e., age
categories, sex, education levels, ethnic groups, etc., not countries
as in cross-national analysis or individuals as in panel analysis.

attitude ~ 1 + (1 | age_cat) + sex + (1 | educ_cat) + …

From this model we obtain predictions for each age * sex * 
education combination.

We weigh these predictions by counts in the poststratification table
and average them to obtain the estimated population mean.



MRP: multilevel

Why does it matter that estimates from the multilevel model are
weighted, not the data?

Multilevel models use partial pooling of information between
groups.

Partial pooling avoids small groups with extreme values of the 
outcome variable from affecting the overall estimate too much.

• e.g. that one respondent from New Zealand, ISSP 2007, with the 
weight of 90.32.



MRP: poststratification table

MRP, like constructing weights, requires data about the population.

But, weights (typically) come with the data, and the poststratification
table for MRP must be constructed by the researcher herself.

The poststratification table requires population counts for all
combination of adjustment factors, e.g. for age categories * sex * 
education categories * region (not just margins).

The categories of the poststratification table must be the same as in 
the survey data.

In cross-national projects, the population data should be measured in 
the same way over time.



MRP: poststratification table

Population data for the poststratification table may come from the census
or a high-quality large sample survey. 

US: annual American Community Survey.

EU + candidate countries + EFTA: European Labor Force Survey, conducted
by national statistics institutes (this is an ex ante harmonized survey).

• Aggregated data are available via the Eurostat website.

• Micro-data are available for academic use after registration.

Many countries of the world: 10% decennial census samples in IPUMS 
International.



Software break

Install rstan and rstanarm

https://github.com/stan-dev/rstan/wiki/RStan-Getting-Started

1. Configure c++ toolchain

2. install.packages("rstan", repos = c('https://stan-dev.r-

universe.dev', getOption("repos")))

library(rstan)

example(stan_model, package = "rstan", run.dontrun = TRUE)

Install.packages(rstanarm)

https://github.com/stan-dev/rstan/wiki/RStan-Getting-Started


Exercise

Stan is a probabilistic programming language for Bayesian 
inference maintained and developed by a 50+ strong 
international team.

Rstanarm is a simplified interface to Stan in r.

Stan is named after Stanisław Ulam (1909-1984), the inventor
of the Monte Carlo method.

For our purposes, the greatest advantage of the Bayesian 
approach is that it makes it easy to estimate uncertainty in 
complex models.



Exercise

ex3_mrp_tutorial.R

Modified version of:

Lopez-Martin, Phillips, and Gelman, 2022, Multilevel Regression and 
Poststratification Case Studies: https://bookdown.org/jl5522/MRP-
case-studies/

lme4







MRP: extensions

Similarly, we can poststratify to non-census variables, e.g. voter / 
non-voter status.

Step 1: estimate the proportion of voters by age and sex based on a 
high-quality survey dataset (e.g., election studies),

Sex Age Estimated
turnout (%)

Standard error 
of the estimate

F 20-34

F 35-54

F 55-74

M 20-34

M 35-54

M 55-74



MRP: extensions

Similarly, we can poststratify to non-census variables, e.g. voter / 
non-voter status.

Step 1: estimate the proportion of voters by age, sex, and education
based on a high-quality survey dataset (e.g., election studies),

Sex Age Estimated
turnout (%)

Standard error 
of the estimate

F 20-34 45 +-2 ppoints

F 35-54 50 +-2 ppoints

F 55-74 55 +-2 ppoints

M 20-34 44 +-2 ppoints

M 35-54 51 +-2 ppoints

M 55-74 58 +-2 ppoints



MRP: extensions

Step 2: create 100 plausible poststratification tables based on 
model predictions from Step 1,

Step 3: perform poststratification 100 times with the 100 
poststratification tables,

Step 4: average the 100 poststratified datasets.

This propagates the uncertainty from education estimates to final
results.



MRP: extensions

Imputing parts of the poststratification table.

Example: We have joint distributions by age and sex for all time
points, but additionally by education only for some years.

Step 1: impute proportions of education by age and sex for the 
missing years.





MRP: extensions

Step 2: create 100 plausible poststratification tables based on 
model predictions from Step 1,

Step 3: perform poststratification 100 times with the 100 
poststratification tables,

Step 4: average the 100 poststratified datasets.

This propagates the uncertainty from education estimates to final
results.



MRP vs weights

• Possible to estiamate quantities also for states that
are not in the data; in our example based on the 
region and Republican vote



MRP vs weights

• Requires high quality population data

• Makes it easy to include region-level predictors (e.g., 
Republican vote)

• Best done with Bayesian models, which makes it
straightforward to quantify uncertainty

• But, Bayesian models -> computational issues

• Is arguably more complex than using weights
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